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Ethernet still has deficiencies with respect to OA®liability,
traffic management, and scalability.

It turns out that many of the fundamental issuesh wi
Ethernet are well understood, and are currentlyngei
addressed with the same rigor and drive for siriplibat has

Abstract — Recent innovations in the Ethernet netwiking
technolgy are enhancing both the scalability and gability of
Ethernet as a carrier-grade and transport technolog. This article
explains four main innovations recently added to Hternet,
namely improvements related to scalability, OAM furctionality

and enhanced forwarding capability in order to permt Ethernet
to assume a much larger role in carrier networks wth substantial
economic and operational benefits.

Index Terms — Optical Ethernet, Networks, Protocols,
Communication systems, Optical communication

|I. INTRODUCTION

been the objective of Ethernet to date. This artiives into
the challenges faced, and how existing Etherneaiers can
be combined with standards in progress in ordggrtwide a
comprehensive network infrastructure that will agkdr the
carrier's concerns.

After a summary of the challenges to Ethernet itise I,
the remainder of this article is structured asofeli: section Il
describes new Ethernet technologies and how tbimtdogies
resolved some of the key challenges; section I\cudises
traffic engineering applied to Ethernet; and fipadkection V

thernet-based  networking technology has becomg, ers 0AM capabilities. The article concludes wita main

ubiquitous in both  the enterprise and home Hraad
arenas. The combination of simplicity and
specification has permitted a degree of integratimd
commoditization that other networking technolodiese been
unable to achieve.
However, some service providers’ infrastructurbased on
a legacy circuit-based infrastructure, using tetbgies like
SDH, frame relay and ATM to provide private lines\dgces
and interconnection. This has placed service psrgidn a
difficult position, as they face both the costs sofpporting
multiple technologies and a service arbitrage sna— they
sell the same service on multiple technology ptatfo
Ethernet is the technology of choice in the custodmmain
and is therefore a desirable choice in the semioeider
domain to eliminate potential interworking problerasd
leverage the customer-driven investment. Howevegrye
technology transformation in the service providpace is
time-consuming and also
consequently, comprehensive functionality is resplias a
prerequisite to mass deployment. From a carriestsgective,
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represents major commitment

findings, which justify the maturity of Ethernet ascarrier

MgoroUyrade transport networking technologies.

Il. CHALLENGES TO ETHERNET

While end customers are convinced of Ethernet'st cos

benefits, they are demanding the same levels dbimeance
they had from leased lines, Frame Relay and ATMices.
For Ethernet to reach the kind of penetration mtedi by
analysts, it is required that Ethernet should exdtv display
the same properties of current WAN technologies.

The Metro Ethernet Forum (MEF) has defined this

evolution as “Carrier Ethernet”, which should hatlee
following attributes:

1. Scalability — Providers require that the network scale to

support the 100,000s of customers to adequatelyeasd
metropolitan and regional served areas.

2. Protection This really implies reliability and
resiliency, as service providers typically boasvef9’s”

or 99.999 percent network availability. One of the
been

benchmark tools for achieving this has



Equipment vendors are challenged with how to add t

carr

losing the cost-effectiveness and simplicity thatake it
attractive in the first place. In the next chaptenge will
examine the different technologies that are desigoechieve

this.

SONET/SDH'’s ability to provide 50ms link recoveas In order to provide such services, different Etleern
well as protection mechanisms for nodal and enerth- technologies have been proposed and are usedefaletivery
path failures. For Carrier Ethernet to be adopted -ef the previous services.

especially in support of converged, real-time aggtlons

— it must match these performance levels seen byA
traditional WAN technologies. ’

Hard Quality of Service (Qo§ — Service providers ) o
must be able to offer customers differentiated le\af The basic technology standard used for deliveringEa

service to match application requirements. QoéAN service is the.IEEE 802.1Q standard [2] for tual
mechanisms provide the functionality to prioritizeLANS (VLANS). This standard creates VLANS across a

different traffic streams, but Hard QoS ensurest thgommon LAN infra§tructure tq enable enterprise$mpport
service level parameters agreed for each levebofice and separate traffic from different departmentshinita

are guaranteed and enforced across the networls THPMPANY _(for example ﬁna.nce,“legal and  general
provides customers with the guaranteed, deterr'njnistadm'n'Strat'on)' Each VLAN is identified by a Q-tdglso

performance they receive from their existing leatied KNOWN as a VLAN tag or VLAN ID) that identifies adical
services. partitioning of the network to serve the differestmmunities

Service management — Service providers require of interest.

mature network and service management systems tha!EE_E 8_02'1Q works f|ne_ within the boundanes_ ofl_raagb
firstly allow quick services provisioning in ordeo organization, but is found inadequate when serpitviders

delivery existing and new services and Secondl:§}ttemptto deliver Ethernet services to multipld esers over

monitoring different parameters of the providedvis. shared network mfrgstructure. Issues arise Isecau
Such monitoring is used against an SLA and theiserv ente_rp_nses_ need to retalr_1 c_ontrol over their OWhAN
provider must have the performance measurements qgmlnlstratlon (such as assigning Q-tags to VLANSJ over
back up any service level claims. And if a faultesio a shared infrastructure the service provider mastrol this to
occur, the service provider needs to have gh@nsure that one customers Q-tags 0_‘0 not .overlann wi
troubleshooting functionality to locate the fauttentify another's. Also, because the Q-tag consists of-bitli2g, up

which services have been impacted and real® 4,094 possible servicg instances can be credidate:
appropriately. 4,096 service IDs are available, but two of theseraserved

TDM support — While service providers see substantiafor administration.) Although this is sufficient rfoan

growth potential in Ethernet services, existingstghlines enterprise’s LANS, it does not offer the scalapihquired to

are still a significant revenue source for themahtthey support Ethernet services in f';l-large metropolimla.a\.Nhat is
must be able to retain and seamlessly interwork Wiﬂweeded is a method for defining secure Ethernefices to

individual customers within which the customer caneate
further LANs for departments or groups of userser€hare
two developing standards that support this appro#eBE
h802.1ad Provider Bridges [3] (also known as Q-infQYLAN

stacking) and IEEE 802.1ah Provider Backbone Bedgé
(also known as MAC-in- MAC).

The standardization of these technologies is béihgn by
the IEEE 802.1 working group. The Provider Bridgendard
was officially approved in December 2005, while Rder
Backbone Bridges was formally introduced as ditaftdard in

. ETHERNETTECHNOLOGIES March 2005 and it is expected to be officially appd in the
second quarter of 2008.

|EEE 802.1Q Virtual LAN (VLAN)

existing leased lines services as they migrate Gamier
Ethernet network

ier-grade functionality to Ethernet equipmenithaut

The Metro Ethernet Forum has defined Ethernet sesvi

usin

g the concept of Ethernet Virtual ConnectioB/Q) B. |EEE 802.1ad Provider Bridges (Q-in-Q)

established across an Ethernet Network. CustomeipEegnt
(CE) attaches to the network at the User-Netwotkrface Provider Bridges work by simply adding an additiona

(UNI) using standard 10Mbps, 100Mbps, 1Gbps or Jf¥Gb service provider VLAN ID (S-VID) to the customehernet
Ethernet interfaces. There are three types of Hd&fised: frame. This new S-VID tag is used to identify tleevice in the
provider network while the customer’'s VLAN ID (C-D)

1. Point-to-Point, called E-Line remains intact and is not altered by the servicevider
2. Point to Multipoint, called E-Tree anywhere within the provider’'s network as showrFigure 1.
3. Multipoint-to-Multipoint, called E-LAN This solves the transparency problem experiencedERE

802.1Q.



C-tAC Da

C-MAL DA C-MAC 54 C-MAC DA
C-MAC SA S-viD C-MAC 54
C-vID C-viD C-viD
C-EtherTy pa C-EtherType C-EtherType
C-Payload C-Payload C-Payload

SVID tag added 51D tag removed

UNI

Provider
network

Customer
network

Custemer
network

Q

UNI

Fig. 1. S-VID added to the customer frame

Provider Bridges use the S-VID to identify the sesvto
which a customer’s Ethernet frames belongs to aedefore
each service instance requires a separate S-Vibause the
S-VID consists of a 12-bit tag, Provider Bridges liae same
scalability limitation of IEEE 802.1Q and only 4/8ervices
instances can be created.

In addition, Provider Bridges uses the same MACreskl
for the provider’'s and customers’ networks. Thiskegaboth

networks appear as one large network to the prdside

switches, as shown in Figure 2.
In the scenario depicted in Figure 2, the provisleahd
customers’ MAC addresses are visible to all netwaleékments

Provider Bridges does not provide separation batvbe
provider and customer networks and this createdlgnts
where control protocols are concerned. Most Etheroatrol
protocols, such as Bridged Protocol Data Units [BJB) used
by customer networks, must not interact with thevjaer's
networking equipment. For example, STP used irctlstomer
network must not interact with STP used in the fler
network. B-PDUs are identified by their destinatibtAC
address and do not have a VLAN tag associated thm.
For example, the Spanning Tree Protocol is idewtifby
destination MAC address 01-80-C2-00-00-00. Provider
Bridges cannot provide differentiation between comtr and
provider B-PDUs because each entity's B-PDUs hawe t
same MAC address, and duplicate MAC addresses t&eno
supported. This will cause unpredictable networkawéor
because the provider's networking equipment cannot
distinguish between customer and provider B-PDUEEH
standard solves this limitation by introducing Hedent set of
destination MAC addresses for B-PDUs in the provide
network. However, to support these new provider [BJP
MAC addresses, the service providers must repldee t
existing Ethernet switches, because B-PDU MAC xkbe
are not configurable. For this reason, Providerd@ss
technology has significant limitations for E-LANrs&es that
must support multiple customer control protocols.

and this creates a significant burden for corechei$, as they C. |EEE 802.1ah Provider Backbone Bridges (PBB)

must maintain a forwarding table for every MAC agkir in
the service provider and customer networks. Algg,changes
to the customer network will have an impact on phevider

Provider Backbone Bridges (IEEE 802.1ah) evolves th
Ethernet frame by adding a MAC header dedicatedhéo

core. For example, when a new host is added isubt®mer’s service provider and, in doing so, adds a Backismuece and
network, the new MAC address must be learned by thiestination MAC address, a Backbone VLAN ID (B-Vian)d
provider’s switches, or when a failure occurs ia tustomer a Backbone Service ID (I-SID) to the customer’s eftiet
network, the resulting action taken by SpanningeTPeotocol frame. Figure 3 illustrates the Provider Backboneddes
(STP) can impact the provider network. Although hsucframe and shows how this compares to the standémerriet
changes are outside the service providers netwakthey frame (IEEE 802.1), Virtual LANs (IEEE 802.1Q) and
impact their network and create instability. Frorhet Provider Bridges (IEEE 802.1ad).

customers’ perspective, a potential security can@merges

from the fact that their addressing informatiomaw visible

outside of their secure network domain.
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The main benefit of Provider Backbone Bridgeshist the
24-bit I-SID identifies the service in the providets

coordinating VLAN administration with its customers
Also, because the service provider's core switamdg use
the provider MAC header, there is no need for thiem

network. This means Provider Backbone Bridges proviges maintain visibility of customers’ MAC addressesjueing the
to 16 million services completely removing the scalability burden on the forwarding tables in the provider&work.

problems of Provider Bridges.

This also ensures that changes to the custometsbries do

In addition, Provider Backbone Bridges providesacle not impact the service provider network, improvitige

separation between the service provider

and custonsability of the service provider's network. Finalicustomer

networks, because each has a dedicated set of MAf@sses security is improved, because the service prosuéiches are

as shown in Figure 4. When an Ethernet frame reathe
Ethernet UNI , the service provider MAC addresadsled to

the customer's Ethernet frame, and the service igeov

no longer inspecting the customer MAC header.

Another benefit of Provider Backbone Bridges isttha

network switches check this MAC address againsir thebecause the I|-SID is used for service identifiagtithe

forwarding tables. This is an added advantage &t tinly
switches at the edge of the provider network nemdoé
Provider Backbone Bridges enabled. Switches inctive of
the network switch on a standard MAC header (is tt@se,
the service provider header) and so any IEEE 8&#hérnet
switch will suffice.

Customer
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Fig. 4. Provider/Customer MAC addresses sepagtttte UNI

This solution allows customers’ MAC addresses terlap
with the provider's MAC addresses, because theoousts’
Service Frames are tunneled by Provider Backborigg8s
and are not used when switching frames inside tbeiger’'s
network. As a result, customers are free to asdigmtifier and
class of service values to their VLANs without aggncern

Provider network
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Fig. 5. Single B-VLAN for multiple services

that those VLANs will be altered by the service \pder.
Meanwhile, the service provider does not need toyvabout

Backbone VLAN ID (B-VID) can be used to segregatehe
service provider's network into regions or “zones” to
simplify traffic engineering. Backbone VLANs enabthe
support of multiple customer services instancesefample, a
B-VID can be engineered to support 1,000 10 Mbgsrte-
services between POPs, as in Figure 5.

This means the service provider engineers the mktamce
when the B-VID is set up. Individual services cam then
activated at the source and destination nodes apgosted
over the B-VID according to its engineered limibais. With
Provider Bridges, each individual service needs be
configured across the network node-by-node, crgatn
substantial operational burden.

Since Provider Backbone Bridges tunnels customers’
Service Frames, all customer Ethernet Control Raiso(B-
PDUs) are tunneled transparently across the sepvimader’s
network. This allows Ethernet Control Protocolsb® used
independently by the customers’ networks and thwice
provider's network. As discussed, Spanning Treetdea
(STP) in the customers’ networks must not intexgith STP
used in the service provider’'s network. STP is fified by its
destination MAC address 01-80-C2-00-00-00 and with
Provider Backbone Bridges, the customers’ STP B-PRté
tunneled through the provider's network. Therefdyeth the
provider and customers can simultaneously use tdredard
STP destination MAC address with no additional miowing
required on the provider’s switches. This allows grovider
to use the standard B-PDU MAC addresses on thdirexis
switches in the network.

IV. ADDING TRAFFIC ENGINEERING TO ETHERNET

It is now possible to support connection-orienteavarding
using native Ethernet with a new technology calRrdvider
Backbone Bridges — Traffic Engineering (PBB-TE).B?BE
is an innovative Ethernet technology, invented oyt with
the former name PBT [15], currently being standaxdi as
part of IEEE 802.1Qay and that proposes only mauitition
to the existing Ethernet standards. In its simplesth, PBB-
TE provides Ethernet tunnels that enable detertigrégrvice
delivery with the traffic engineering, QoS, resildy and



OAM requirements that service providers demand.
PBB-TE takes advantage of the fact that by simpipihg
off some Ethernet functionality, the existing Etietrhardware
is capable of a new forwarding behavior. This metras a
connection-oriented forwarding mode can be introdued to

current Ethernet networks without complex and expensive

network technologies.
Currently, Ethernet switches forward on the basia dull

60-bit lookup of both the VLAN tag (12 bits) andeth

destination MAC address (48 bits) in each Ethefraghe. In
conventional operation, both the VLAN ID (VID) amnAC

address are globally unique, but this doesn’'t havbe the
case. Where a VID typically identifies a loop fremilticast
domain in which MAC addresses can be flooded, ithveose
to configure loop free MAC paths instead, the ViXreed up
to can be used to denote something else. In the aflaBBB-
TE, it will use a range of VIDs to identify specifipaths
through the network to a given destination MAC &dgr Each
VID is then locally significant to the destinatiAC address
only, and since the MAC address is still globaligngicant,

the combination of VID + MAC (60 bits) becomes gidii

unique.
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Fig. 6. PBB-TE configuration

PBB-TE preserves the destination-based forwarding
attributes of Ethernet, which means multiple sosircan use a
VID+MAC destination. If 16 VIDs were reserved foBB-TE
in this network, the network could be fully meshkl times.
This would provide massive scalability for the PBB-links
and still leave 4,078 VIDs for normal connectiosl&thernet
behavior, operating on the same network. It shdngchoted
that each frame still carries a source MAC addriss
uniquely identifies its origin; so PBB-TE offersetiscaling of
destination-based forwarding in the core (order )‘Mhile
preserving the operational attributes of point-tdap at the
edges.

In the example given in Figure 6, a pair of bi-dtrenal

PBB-TE allocates a range of VID/MAC addresses whosgihernet links has been configured across the mktigccreate

forwarding tables are populated via the managemecontrol
plane instead of through the traditional floodimgdearning
techniques. In this case. Spanning Tree and alss®ciated
constraints and problems disappear. The switcliébeahave
fundamentally as with traditional Ethernet: forwiagldata to

working and protection paths (they would typicdlly diverse
routed, however in our example, they were chosgdses in a
core switch to shown how different VIDs may be uged
identify different routes). PBB-TE derives conneaqti
monitoring from [EEE 802.1ag (Connectivity Fault

its intended destination. What is different is fhet that the Management) messages. A Connectivity Check (CQjaeis
forwarding information is no longer based on the ®A giaplished on both paths. Both ends of the limdseC

learning mechanisms of the switches, but is pralidieectly
by the management plane, resulting in a prescrilped;
determined path through the network and totallydjmtable
network behavior under all circumstances.

In the example shown in Figure 6, two uni-directibpaths
have been configured between Provider Edge (PHE)X12a(a
pair of links in opposite directions is requiredr fdi-
directional connectivity). Each PE is IEEE 802.Jatabled,

frames at regular (configurable) 10ms intervals &sign to
the messages that arrive. If three CC message®tdarrive,
the link is deemed to be down and a protection céwis
initiated. Alternatively, Alarm Indication Signal A(S)
messages defined by the ITU-T Y.1731 standard coeldsed
to trigger a protection switch.

Protection switching [12] is implemented by apptyithe
new VLAN tag (that of the protection path) to eddime at

allowing the service provider to clearly separdte serviceé the encapsulation point. The control plane is usetbnfigure
provider and customer MAC domains, thus allowin@ thyng monitor the paths, but isnt involved in thetuat

service provider to apply PBB-TE within the core thie
network. Within the service provider domain, a nemiof
VIDs have been reserved for PBB-TE — these incMiiz 44
and 45 in our example. As explained, within theugrof VIDs
reserved for PBB-TE behavior, the VID is no longkbally
unique, but locally significant to each MAC. Insled/ID 44
and 45 are used to separately identify the twogb#tween
PE 1 and 2. Both of these VIDs can be reused tatengaths
between a different pair of PEs because it is tirabination
of MAC and VID that uniquely identifies each of fleepaths.

switching, so sub-50ms protection switching (similto
SONET/SDH) can be achieved.

V. ADDING OAM TO ETHERNET

OAM functionality in traditional TDM networks is Wle
defined and is an important building block in efrsgrthat
operators can deliver “carrier grade” performance
services.Traditional Ethernet in the LAN environmedoes
not have the OAM functionality required by netwanserators
in Metropolitan and Wide Area Networks environment.

If Carrier Ethernet is to fulfill its promise as ethnext-
generation packet-based infrastructure for metitgpoland



wide area networks, OAM capabilities must be added packets are issued periodically by nodes B anaE, t
Ethernet. ensure that while the fault still exists, a failstate is

New standards that provide Ethernet with OAM calitas maintained. Additionally, the AIS packets can be
is described in the next chapters. used to trigger the survivability mechanisms.

A. Fault management

There are two main areas of OAM: fault managemedt a
performance monitoring. Fault management ensusithen
a defect occurs in the network, it is reportedhte operator,
who can then take the appropriate action. Thisvigled into
the following functions:
1. Fault Detection — IEEE 802.1ag [10] and ITU-T
Y.1731 [9] support fault detection through Contigui
Check Messages (CCM). These allow endpoints to
detect an interruption in service. CCMs are semnfr
the source to destination node at periodic intepvél Fig. 8. Fault notification
either end does not receive a CCM within a spetifie
duration, then a fault is detected against theicerv B. Performance monitoring
2. Fault verification — IEEE 802.1ag and ITU-T ‘
Y.1731 support fault verification through Loopback [N many respects the fault management conceptseatie

Messages (LBM) and Loopback Reply (LBR). Thes®een adopted from existing practices in traditiof@M
can be used during initial set-up or after a fals Networks. However, while connection-orientated TDM

been detected to verify that the fault has occurresfrvices offer customers a predictable and guagdrgervice,
between two end points. packet or frame-based services are connectionledscan

3. Fault isolation — IEEE 802.1ag and ITU-T Y.1731 have varying performance levels. This is becauseh ea
support fault isolation through Linktrace Messageddividual frame in a service can suffer varyindays due to
(LTM) and Linktrace Reply (LTR). In the example possible queuing, while network congestion canltésactual
(see Figure 7), node A initiates an LTM, eacH0SS of frames. Specially, video and voice serviggsich are

intermediate node along the path (B and E) sends Rt Of @ residential triple play bouquet, are ipatarly
LTR back and forwards the LTM towards node FSusceptible to the effects of latency and jittes & result,
Under normal conditions, it allows the operator td-arrier Ethernet networks require advanced perfooma
determine the path used by the service through tHoNItoring to enforce customer SLAs and this fummadility is
network, whereas under fault conditions, it allatws  introduced by ITU-T Y.1731. The following functiolity is

operator to isolate the fault location without rmakia ~ Included:

site visit. 1. Frame Loss Ratio — ITU-T Y.1731 calculates

frame loss by sending transmit and receive counters

B = within the CCM for dual-ended measurements. The

. (= o = far end counters can then be compared with those

- Tk ;

W "&: . et e produced locally tg Qerlve frame loss as a pergenta
N it \ﬁ“ﬂn 2. Frame Delay— Similarly, ITU-T Y.1731 calculates

\\__n. = frame delay (or latency). The receiving end can

\ﬂgy derive the time delay experienced across the n&twor
v This requires each service end point to have
Fig. 7. Fault isolation synchronized clocks.

3. Frame Delay Variation — Finally, ITU-T Y.1731
calculates frame delay variation (or jitter) bycking
4. Fault notification — ITU-T Y.1731 supports fault frame delay measurements.

notification through Alarm Indication Signal (AIS).
In the example (see Figure 8), a failure between The emergence of carrier-grade Ethernet has dtheneed
nodes B and E triggers AlS packets in both direstio for improved Ethernet OAM functionality. EthernetAM
towards the service end points. This functionalityllows the exchange of management information fribw
alerts the operator for a fault in the network,doefit network elements to the management layer. Withdig t
is reported by customers. At nodes A and F, theapability, it is impossible to provide the comperbive
service end points, the alarm can be replicatedsacr network management functionality that operatorsehaday in
all services supported at that UNI (User Networltheir TDM networks.
Interface) that are impacted by the fault. The AIS



VI. CONCLUSIONS

Traditionally, Ethernet lacks of some capabilitieecome

a technology deployed in the Metropolitan and Whlea
Network environment. However, recent innovatioke IPBB,

PBB-TE and OAM, allow operators to consider Ethéemaea

carrier grade networking technology alternative tioe
traditional technologies like SONET/SDH, ATM or MBL

Provider Backbone Bridges (IEEE 802.1ah) provide§0]
carrier-grade scalability, resiliency and secutigtween the

service provider and customer. Provider Backboriddiig —
Traffic Engineering is then employed in the servirevider
domain, creating the ability to configure resilieBt A-driven
point-to-point Ethernet trunks. Finally, the cordtion of

(4]

(5]

(6]
[7]

(8]
9]

[11]

[12]
[13]

IEEE 802.1ah, “IEEE Draft Standard for Local andtidpolitan Area
Networks, Virtual Bridged Local Area Networks, Antgnent 6:
Provider Backbone Bridges.”

IETF Internet draft, “"GMPLS control of Ethernet PBE,” Nov. 2007
(work in progress), available at draft-fedyk-gmptkernet-pbb-te-02
IETF RFC 4379, “Detecting MPLS Data Plane Failurégp 2006
ITU-T Rec. Y.1711 (2004), “Operation and Maintenamdechanism
for MPLS Networks.”

ITU-T Rec. Y.1730 (2004), “Requirements for OAMhfitions in
Ethernet-based networks and Ethernet services.”

ITU-T Rec. Y.1731 (2006), “OAM functions and mecksams for
Ethernet based networks.”

IEEE 802.1ag, “Local and Metropolitan Area Networkgtual Bridged
Local Area Networks, Amendment 5: Connectivity Fdddnagement.”
IEEE 802.1AB, “Station and Media Access Control Gectivity
Discovery.”

ITU-T Rec. G.8031/Y.1342 (2006), “Ethernet ProtextBwitching.”
IETF Internet draft, "Carrying PWE3 Pseudo Wireserowrovider
Backbone Transport," July 2007 (work in progressilable at draft-
allan-pw-o0-pbt-03.txt.

IEEE 802.1ag and ITU-T Y.1731 provides powerful Ifau [14] Don Fedyk and Paul Bottorf, “Provider Link Stateidging (PLSB)",

management and performance monitoring capabilities

Ethernet.

January 2007. http://www.ieee802.org/1/files/public/docs2007/ag-
fedyk-provider-link-state-bridging-0107-01.pdf

[15] http://www.nortel.com/pbt

These developments allow service providers to offer

scalable, differentiated Ethernet services whilgaining
Ethernet’s cost points and operational simplicity.

However, even with all the improvements that have

described in the previous chapters, Ethernet bt one
significant weakness. Ethernet still relies on Swam Tree

protocol for any-to-any connectivity, which bringgith it

several undesirable behaviors. For example, in roide
maintain loop free topologies, links are blocked aot used,
therefore compromising network capacity. In additichanges

in the network topology such as those resultingmfrtink

failures can have a significant impact on the stétthe entire

network during re-convergence.

New innovations are addressing this key issue. & ne

technology called Provider Link State Bridging (H)914],

which is based on Link State, can resolve the pgrobl

described above. PLSB removes the need of Sparinieg,

and through the use of a Link State Protocol, alonuch
faster network convergence (hundreds of millisesoversus

several seconds), as well as broadcast contairfioeRBB E-
LAN services.
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